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OVERVIEW
• H.264 standard video encoder offers great compression with high quality but at the expense of 

high computational complexity.
• The proposed method uses data mining for exploiting the structural similarity in video in order 

to make optimal mode decisions instead of doing the exhaustive mode evaluation.
• Research has been done on low complexity H.264. However, use of data mining approach 

has not been explored.
• The proposed solution was implemented in the Intel® H.264 IPP video encoder. 

PROPOSE SOLUTION
• Machine learning using J.48 WEKA classifier. 
• Inter frame mode decision speed up based on trained trees.
• Different metrics and decision trees were implemented and evaluated.

PROCESS  OF TRAINNING AND IMPLEMENTATION
The process of obtaining data for training is done offline.  In this supervised learning 
approach, we used the data of the first four frames of the flower.yuv video in CIF format for 
training. Full search was the search algorithm used in order to get the motion vectors (MV) 
and residual metrics are calculated based on the MVs. The residual and current macro block 
metrics and the macro block mode selected by standard Intel® IPP H.264, are saved in an 
ARRF file. Next, using WEKA tool, mode decision trees are discovered through J48 classifier 
algorithm. Then, these trees are implemented as if-else statements in the Intel® H.264 
encoder. The trees replace the original complex Inter mode decision.

TEST ENVIRONMENT
• Processor: Intel® Core™ 2 CPU 6600 @ 2.4 GHz
• Videos in Cif (352x288) format, 240 frames, IPPP, GOP (Group of Pictures)=100
• Bitrate range: 100Kbps – 2.5Mbps
• Search algorithm: Full search, range of search = 15. 
• The proposed solution was tested against Full Search with Split =0, Full Search with Split =1 

and Full Search with Split =2. 
• Split=0 Implies evaluation only of Inter mode 16x16, Split=1  Implies evaluation of Inter mode 

16x16, 8x16, 16x8 and 8x8, Split=2 Implies evaluation of Inter 16x16, 8x16, 16x8, 8x8 and 
sub-modes (8x4, 4x8 and 4x4)

  
OUTCOME

Our method classifies Inter modes between {16x16, 16x8, 8x16, and 8x8} macro block 
shapes. Split 1 option has the same Inter mode classification. Therefore,  we primarily 
compare against Split 1

• Encoded speed up comparing  our method with the standard Intel® Full Search Split 1 method 
 varies  between 42.33% and 228.64% !!!! 
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• Average increase in PSNR and Bitrate comparing  our method with Full Search Split 1 are 
negligible. The PSNR difference compared to the full complexity mode is between -0.05 
(better PSNR!!) and 0.57. In Bitrate  the range is between -0.35% (reduced Bitrate!!!) and 
1.41%. 

Notes: These ranges depend primarily on the video context, texture and format. 

TABLES AND GRAPHICS RESULTS
Our solution was tested on Akiyo, Ice, Harbour and Football YUV sequences. 

Note: FPS - Frames Per Second; PSNR - Peak Signal Noise Ratio

In Akiyo graphic we can see that the curve “Tree” has a better performance in low bitrates  
than the others. 
In Ice graphic the “Tree” curve behavior is extremely close that the rest of the curves.

Machine learning method shows a close quality performance comparing with the 
standard Intel® IPP H.264 encoder but with significant time saving

FUTURE WORK
• It is necessary to explore a more adaptive mode decision depending on the video context and 

format using multiple pre-trained trees which switch between trees according with movie 
changes. For example scenes changes, increase/decrease of  visual details, light and/or 
movement)

• On-line training is a computational expensive solution. However, learning online could 
generate more accurate trees decisions and it is an interesting area to explore.


